CALIBRATION APPROACHES FOR AREA ESTIMATION ERRORS ON CATEGORICAL MAPS USING THE CONTINGENCY TABLE
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ABSTRACT:

This paper presents and compares approaches of estimating true area and calibrating area estimate error in categorical maps from the contingency table. Results directly estimated from the contingency table and those from two calibration methods were compared on two maps of 10 different land cover classes with known errors between them. Emphasis has been placed on the relationship between the area difference caused by samples and difference after calibration. The estimated true area proportion from the contingency table and two calibration approaches showed significant improvement when compared with uncalibrated values. However, there is no significant difference among the estimates from the contingency table and the two calibration methods. Although the inverse method led to mean estimates closer to the true values for all classes than other methods, comparing the individual area estimates for each class showed that the inverse method did not always produce the most accurate estimate. Homogeneous classes with high classification accuracy have a better chance of achieving more accurate estimates from calibration than heterogeneous classes. Compared with large classes, classes covering a small percentage of a map are more vulnerable to the area estimate bias and more sensitive to sampling bias.

1. INTRODUCTION

The categorical map (or data) with nominal classes generated from remotely sensed data or other data sources is one of the major map types stored in GIS. The categorical map is often used to visualize and calculate how much area each category takes in the map region. Often these area estimates taken from the categorical maps are treated as unbiased estimates of the true area for each category and are used for various types of resource management or input of other quantitative models or applications (Dymond 1992, Congalton and Green 1999, Lunetta and Lyon 2004). However, the categorical maps stored and used in GIS are never error-free. The quality of a categorical map is determined by whether the category labelled on the map matches what exists in the real world. The errors in a categorical map can be caused by numerous factors in the processes leading up to its creation, such as measurement error, uncertainty/ambiguity in interpretation and category definition, classification bias and digitizing error (Ehlschlaeger and Goodchild 1994). Those errors can bias area estimates from categorical maps (Goodchild 2003), especially for small, rare categories and their changes (Czaplewski 1992, Congalton and Green 1999).

In the evaluation of errors in a categorical map, two types are usually distinguished: quantification error and location error (Pontius 2000). Quantification error summarizes how the proportion of each category on the map is different from the proportion of each category in reality, while location error occurs when the classes do not occur in the correct locations, whether or not total areas are correct. With the growing attention to the error and uncertainty issue in GIS and remote sensing, many efforts have been made to measure, model and visualize location and quantification errors of categorical maps (such as Chrisman 1989, Goodchild et al. 1992, Ehlschlaeger and Goodchild 1994, Moody and Woodcock 1996, Pontius 2000, Goodchild 2003, and Kyriakidis et al. 2004). In this paper, we focus on quantification errors in categorical maps, where their error is identified by the total areas in which categories are misclassified.

The contingency table (also called the error matrix or the confusion matrix) is a common and effective way to represent quantification errors for categorical maps (Longley et al. 2005), and is usually the first step used to evaluate the accuracy of categorical maps, especially for maps generated from remotely sensed data (Congalton and Green 1999). The contingency table is generated by comparing the ground truth of selected samples with their classes on a map. Depending on the representation format of maps, the sampling unit can vary. For a raster map generated from remotely sensed data, the samples will be a number of sampling pixels based on a sampling strategy, while the samples would be selected points or polygons in a vector map. The accuracy of the results from these samples is then extrapolated to the entire map. The contingency table records the comparison results in a square array of numbers set out in rows and columns that express the number (or percentage) of samples assigned to one category in the map relative to one category in reality (see Table 1).

Information on the contingency table can be used to compute other accuracy measurement indexes and update the area estimates of map categories (Lewis and Brown, 2001). Several calibration-based models (such as Tenenbein 1972, Card 1982, Grassia and Sundberg 1982) have been developed to improve the area estimate bias in the statistical literature and have been applied to remote sensing applications. In general, there are two classes of statistical calibration methods (the classical model and the inverse model) based on linear algebraic equations to treat quantification error using the information from a contingency table (the details are explained in following section). Previous studies (Bauer et al. 1978, Prisley and Smith 1987, Hay 1988, Czaplewski and Catts 1991, Czaplewski 1992, and Walsh and Burk 1993) have employed these methods to calibrate area estimators for misclassification errors in remote sensing. There is no consensus on whether one calibration model is superior to

One important factor substantially affecting the performance of different calibrations is the sampling data used to generate the contingency table (Van Deusen 1996, Congalton and Green 1999). Sampling errors can be propagated into errors in calibrated area estimates. Czaplewski and Catts (1991) compared two calibration methods by using a Monte Carlo simulation to evaluate the effects of sample size, detail of the classification system, and classification accuracy under random sampling. They concluded that the inverse calibration estimator was consistently superior. However, their conclusion was based on the average infeasibility, bias and dispersion in all simulations and ignored the performance of each individual simulation for each class. It is also not clear how the sampling errors of individual classes affect the calibration results and how sensitive these calibration methods are to different samples.

The objective of this paper is to illustrate different methods to calibrate area estimation error in categorical maps, and compare the various calibration methods by emphasizing the relationship between sampling bias and estimate bias from calibration. The paper is organized as follows. First the area relationship between sampling bias and estimate bias from contingency tables are described. Two multivariate calibration approaches are compared. The paper concludes with a discussion of results and applications of the calibration methods.

2. AREA ESTIMATION BIAS AND THE CONTINGENCY TABLE

For the convenience of illustration, the raster categorical map, in which data are represented by pixels (or cells), is used in the following description. Suppose we have a categorical map of \( k \) categories in which each pixel is assigned into exactly one category. For any class \( i \) (\( i = 1, \ldots, k \)), its quantitative error on the map is the difference between its proportion on the map and its real proportion on the ground.

Assume that a sample of \( N \) pixels is chosen from the map in order to evaluate the quantification error of the map. Each observation of the sample is checked by comparing the categories on the map with their true categories, and the results are summarized in a typical contingency table such as that in Table 1 in quantitative terms. The reference data (columns in Table 1) represent truth, while the classified or map data (rows in Table 1) represent the data obtained from the map. The diagonal numbers represent the number of pixels in the samples correctly assigned to their categories, or agreement between the reference and classified data, and the off-diagonal numbers represent the wrongly assigned samples, or lack of agreement between the reference and classified data.

Table 1: A typical contingency table for a map of \( k \) classes

<table>
<thead>
<tr>
<th>Classified data</th>
<th>Reference Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Class</td>
<td>Class 1</td>
</tr>
<tr>
<td>Class 1</td>
<td>( N_{i1} )</td>
</tr>
<tr>
<td>( \ldots )</td>
<td>( \ldots )</td>
</tr>
<tr>
<td>Class ( j )</td>
<td>( N_{j1} )</td>
</tr>
<tr>
<td>( \ldots )</td>
<td>( \ldots )</td>
</tr>
<tr>
<td>Class ( k )</td>
<td>( N_{k1} )</td>
</tr>
<tr>
<td>Total</td>
<td>( N_1 )</td>
</tr>
</tbody>
</table>

In Table 1 \( N_{ij} \) denotes the number of observations mapped to category \( i \) (\( i = 1, 2, \ldots, k \)) and found to actually be in category \( j \) (\( j = 1, 2, \ldots, k \)) in the reference data. Let

\[
\sum_{j=1}^{K} N_{ij} = N_i,
\]

be the total number of observations in the category \( i \) on the map, and

\[
\sum_{i=1}^{K} N_{ij} = N_j,
\]

be the number of observations actually in the category \( j \) on the reference. Let \( P_{ij} \) denote the percentage of observations of \( N_{ij} \), \( P_i \) denote the total percentage of observations classified into class \( i \) in the thematic map, and \( P_j \) be the total percentage of observations of class \( j \) in the reference data. Mathematically,

\[
P_{ij} = \frac{N_{ij}}{N}, \quad P_i = \frac{\sum_{j=1}^{K} N_{ij}}{N}, \quad P_j = \frac{\sum_{i=1}^{K} N_{ij}}{N},
\]

and

\[
P_{ii} = \frac{\sum_{j=1}^{K} N_{ij}}{N} = \frac{N_{ii}}{N},
\]

Let \( AC_i \) denote the proportion of the samples that is class \( i \) on the map, and \( AC_i \) denote the proportion of the samples that is class \( i \) on the ground, then

\[
AC_i = P_{ii} \quad \text{and} \quad AC_i = P_i, \quad (4)
\]

Let \( A'_{i} \) (\( i = 1, \ldots, k \)) denote the proportion of class \( i \) on the entire map, which usually is known, and \( A_{i} \) represent the unknown true proportion of class \( i \) on the ground. If the sampling data can completely represent the probability of each class on the ground, the contingency table generated from samples can be used to accurately estimate the proportion of class \( i \) on the whole map.

\[
A_{i} = AC_i = P_{ii} = \sum_{j=1}^{K} P_{ij} = \sum_{j=1}^{K} \frac{N_{ij}}{N_{ii}} \quad (5) \quad \text{and} \quad A_{i}' = AC_i = P_{ii} = \sum_{j=1}^{K} P_{ij} = \sum_{j=1}^{K} \frac{N_{ij}}{N} \quad (6)
\]

However, it is impossible that \( A_{i} \) will exactly equal to \( AC_i \). In other words, sampling bias often occurs and causes the estimates obtained from the contingency table to differ from those on the map and ground. Let \( E_{ij} \) denote the area estimate difference on the map, which is the difference between area proportion on the whole map for class \( i \) and that estimated from the samples, and \( E_{ij} \) denote the difference between area proportion of class \( i \) on the ground and that estimated from the samples. They can be represented as
Where should be noted that the however, none of these cases occurs frequently in reality. It is also difficult to judge if even the above cases are true. The following explains the sampling, but the classification as class i is usually impossible to calculate because the real area of each class is unknown. Therefore, it is usually impossible to calculate the proportion of each class on the map, an unbiased estimate of the true proportion of urban and non-urban on the ground can be estimated directly from the contingency table by adding the proportion of each class on the map and its estimate from samples is the same as the ground proportion. So the difference between omission errors and commission errors in the contingency table, and the sampling is unbiased (\( \sum_{j=1}^{K} P_{ij} = \sum_{j=1}^{K} P_{ji} = 0 \) and \( E_{ij} = E_{ji} = 0 \)).

Therefore, the quantitative error of class i is

\[
A_i - A_i = AC_i - AC_i' + ES_i - ES_i' = P_{ii} - P_{ii} + ES_i - ES_i' = \sum_{j=1}^{K} P_{ji} - \sum_{j=1}^{K} P_{ij} + ES_i - ES_i' \tag{9}
\]

Where \( \sum_{j=1}^{K} P_{ji} \) represents commission errors for class i and \( \sum_{j=1}^{K} P_{ij} \) represents omission errors for class i. Equation (9) shows that in order to have a true percentage of area estimates for any category on a map there should be

a) no omission or commission errors, and sampling is unbiased (\( \sum_{j=1}^{K} P_{ji} = \sum_{j=1}^{K} P_{ij} = 0 \) and \( E_{ij} = E_{ji} = 0 \)); or

b) omission errors are the same as or equal to the commission errors in the contingency table, and the sampling is unbiased (\( \sum_{j=1}^{K} P_{ji} = \sum_{j=1}^{K} P_{ij} \) and \( E_{ij} = E_{ji} = 0 \)); or

c) no omission or commission errors are in the contingency table, and the difference between the proportion of class i on the map and its estimate from samples is the same as that in the ground; (\( \sum_{j=1}^{K} P_{ji} = \sum_{j=1}^{K} P_{ij} = 0 \) and \( E_{ij} = E_{ji} = 0 \)); or

d) the difference between omission errors and commission errors is equal to the difference between \( E_{ij} \) and \( E_{ji} \).

However, none of these cases occurs frequently in reality. It should be noted that the \( E_{ij} \) can be easily obtained for every sampling, but the \( E_{ji} \) is usually impossible to calculate because the real area of each class is unknown. Therefore, it is also difficult to judge if even the above cases are true.

3. CALIBRATION METHODS

Since commission and omission errors often exist on the map and the sampling data cannot completely represent the proportions of different classes on the ground, calibration becomes necessary when the proportion of a class on a map doesn’t match with the estimated proportion from the samples. Two calibration methods mentioned above have been developed to calibrate the area estimate difference by using misclassification probabilities from a contingency table generated from samples. The following explains the principles and steps involved in these two methods.

The first method is known as the “inverse” or “inverse prediction” estimator (Czaplewski, 1991). For any pixel of class i on the ground, the conditional probability that it is classified as class i on the classified map is \( \frac{P_{ii}}{P_{i}} \), and the conditional probability (commission error) that it is classified as another class \( j (j \neq i) \) is \( \frac{P_{ji}}{P_{j}} \). So the proportion of pixels classified as class i on both the map and the ground is \( \frac{P_{ii}}{P_{i}} * A_i \), and the total proportion of pixels that is misclassified to other classes is \( \sum_{j=1}^{K} \left( \frac{P_{ji}}{P_{j}} * A_j \right) \).

So, for any class i, the proportion in the ground \( A_i \) is the sum of both and can be calibrated as:

\[
A_i = \frac{P_{ii}}{P_{i}} * A_i + \sum_{j=1}^{K} \left( \frac{P_{ji}}{P_{j}} * A_j \right) = \sum_{j=1}^{K} \frac{P_{ij}}{P_{i}} * A_j \tag{10}
\]

It can also be expressed in matrix algebra as:

\[
A = \begin{bmatrix} A_1 \\ A_2 \\ \vdots \\ A_k \end{bmatrix} = \begin{bmatrix} P_{11} & P_{12} & \cdots & P_{1k} \\ P_{21} & P_{22} & \cdots & P_{2k} \\ \vdots & \vdots & \ddots & \vdots \\ P_{k1} & P_{k2} & \cdots & P_{kk} \end{bmatrix} \begin{bmatrix} A'_1 \\ A'_2 \\ \vdots \\ A'_k \end{bmatrix} \tag{11}
\]

We can illustrate this method using hypothetical data. Suppose that we have a map with two classes of urban and non-urban, in which 40% is urban and 60% is non-urban, while real proportions of urban and non-urban on the ground are 46% and 54%, respectively. The quantitative errors of urban and non-urban classes on the map are 6% (46% - 40%) and 6% (60% - 54%). When the sampling can truly represent the proportion of each class on the map, an unbiased estimate of the true proportion of urban and non-urban classes can be estimated directly from the contingency table by adding the number of pixels in each column and then divided by the total number of samples.

However, when the sampling can not accurately represent the proportion of each class, the correct proportion of each class cannot be obtained from the contingency table. Table 2 is an example of a contingency table obtained from unrepresentative samples.

<table>
<thead>
<tr>
<th>Classified Data</th>
<th>Reference Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Urban</td>
<td>36</td>
</tr>
<tr>
<td>Non-urban</td>
<td>10</td>
</tr>
<tr>
<td>Total</td>
<td>46</td>
</tr>
</tbody>
</table>

Table 2: An example of a contingency table from an unrepresentative sample
Here, the 40% and 60% are the known proportions of urban land and non-urban land on the map, respectively.

Similar to the proportion of non-urban land:

\[
\text{Area of Non-Urban} = \frac{56}{64} \times 60\% + \frac{6}{36} \times 40\% = 59.167%.
\]

Note the sum of \(A_i\) is 1, or 100% of the study area.

The second method is known as a classical estimator and was first introduced into statistical communities by Grassia and Sundberg (1982). It is an alternative calibration to the first method. For any class \(i\), it is estimated that \((P_{ii} / P_i + j) \times A_i\), proportion of the true pixels of class \(i\) are classified as class \(i\), and \((P_{ji} / P_j + i) \times A_j\), of class \(j\) (\(j = 1, \ldots, k\), and \(j \neq i\)) are misclassified as class \(i\) during classification. So the total of the proportion \(A_i\); for class \(i\) on a classified map can be estimated as:

\[
A_i = \frac{P_{ii}}{P_{ii} + \sum_{j=1, j \neq i}^k \left( \frac{P_{ji}}{P_{ji} + \sum_{j=1}^k P_{ji}} \right) A_j} = \frac{P_{ii}}{P_{ii} + \sum_{j=1}^k P_{ji} A_j} (12)
\]

The estimated area for all classes is listed and then the true area for each class \(A_i (i = 1, \ldots, N)\) is solved.

This method can be expressed in matrix algebra as:

\[
A_i = \frac{P_{ii}}{P_{ii} + \sum_{j=1}^k P_{ji} A_j} = \left( \frac{I - A}{A} \right) A
\]

The matrix inverse is used to solve the true proportion \(A_i\) as:

\[
A = (P_{ij})^{-1} A
\]

We can use the contingency table in Table 2 to show how this estimation method works. Assume the true proportion of urban land and non-urban land are 40% and 60%, respectively, that contingency table shows that in the \(A_i\) proportion of urban land on the ground, 30/38 of areas are correctly classified to urban land, 6/62 of them are misclassified as urban. Therefore, the 40% of the urban land on the classified map is the summary of both, which is:

\[
40\% = A \times \frac{30}{38} + (1 - A) \times \frac{6}{62}
\]

So \(A = 43.7745\%\)

From a statistical point there is no preference between the inverse estimator and classical estimator ((Brown 1982, Heldal and Spjotvoll 1988). As discussed above, the key factor causing the inaccuracy of estimating the true area proportion in the use of contingency table is the unrepresentative samples. Two calibration methods basically try to reduce the area estimate difference caused by sampling. It would be useful to separate the area estimate difference caused by sampling and difference caused by classification errors on the map.

4. AN EMPIRICAL STUDY

To investigate the effectiveness of calibration methods discussed above, two maps with 10 land cover categories were used as the reference and classified maps. Both maps cover the same area in the western region of the city of Kingston, Ontario, Canada. The two land cover maps were generated by classifying a 4 m multispectral IKONOS image with two different classification methods. In order to check the efficiency of area estimates from contingency table and calibration method, we need to have a controlled condition in which the true misclassification probability and proportion difference are known. Since there are major practical problems in obtaining an accurate depiction of the land cover on the ground for the whole region in practice, hypothetical reference data were used in this study. One of the land cover maps generated from texture classifier was treated as reference data. Since the purpose of this study is not on classification accuracy, assuming one map as reference will not bias any following result. In this way, we have a clear idea of the exact area proportion of each class in both reference and classified maps. The two maps are shown in Figure 1 and the class categories and their proportion on both maps, and their individual accuracy measured in Kappa are listed in Table 3.
Random sampling was used in accuracy assessment to obtain the contingency table. Statistically, random sampling is the most unbiased sampling method (Stehman 1992). Czaplewski and Catts (1991) suggested that at least 500 samples should be used when calibrating the area estimate bias. In this study a sample size of 600 was used. The random samples were generated by a Monte Carlo simulation. The contingency table was generated for each sampling. Since the negative estimates of percentages would appear in the results of calibration methods, and those are inadmissible in practice, all simulations with any negative estimates from the two calibrations were discarded.

In total, 100 feasible contingency tables were created. The following estimated proportions were calculated for each feasible contingency table:

1. \( P_{ij} \) (i=1, ..., 10), the percentage of samples of each class in the map from the contingency table;
2. \( P_{i+} \) (i=1, ..., 10), the percentage of samples of each class in the reference data from the contingency table;
3. The estimated value from the inverse calibration method for each class \( (AiN_i) \),
4. The estimated value from the classical method for each class \( (ACL_i) \),
5. The ratio between \( P_{ij} \) and \( A_i \) (\( RPM_i = P_{ij} / A_i \)), where \( A_i \) is the proportion of class \( i \) in the map; this ratio measures how close the sampling data can represent the proportion on the map. If it equals 1, the proportion in the samples can accurately represent the proportion on the map. If it is greater than 1, the proportion in the samples overestimates that on the map. If it is less than 1, it underestimates it.
6. The ratio between \( P_{ij} \) and \( A_i \) (\( RPR_i = P_{ij} / A_i \)); where \( A_i \) is the true proportion of class \( i \); this ratio measures how close the sampling data can represent the true proportion on the reference map.
7. The ratio between the estimate from the inverse method and the true proportion (\( RIV_i = AIN_i / A_i \));
8. The ratio between the estimate from the classical method and the true proportion (\( RCL_i = ACL_i / A_i \)).

The last two ratios measure how close the estimates from the calibration are to the true proportions. In order to evaluate the difference in the sensitivity of various classes on the samples and the relationship between the difference caused by samples and the estimate from calibration methods, the following values were calculated:

1. The difference between \( P_{ij} \) and the true percentages in the reference data (\( ADPR \)). For each simulated table, \( ADPR \) is calculated as:
   \[
   ADPR = \sum_{i=1}^{10} |P_{ij} - A_i|, \]
   where \( ADPR \) measures how closely the samples represent the proportion on the map.
2. The difference between \( P_{ij} \) and the true percentages in the reference data (\( ADIV \)). For each simulated table, \( ADIV \) is calculated as:
   \[
   ADIV = \sum_{i=1}^{10} |P_{ij} - A_i|, \]
   where \( ADIV \) measures how closely the samples represent the proportion on the map.
3. The difference between the estimates obtained from the classical and the inverse method (\( ADCL \)). For each simulated table, \( ADCL \) is calculated as:
   \[
   ADCL = \sum_{i=1}^{10} |ACL_i - A_i|, \]
   where \( ADCL \) measures how close the sampling data can represent the true proportion on the map.
4. The difference between the estimates obtained from the classical and the inverse method (\( ADIR \)). For each simulated table, \( ADIR \) is calculated as:
   \[
   ADIR = \sum_{i=1}^{10} |AIN_i - A_i|, \]
   where \( ADIR \) measures how close the sampling data can represent the true proportion on the map.

The averages of the above differences and their standard deviations in 100 simulations were also calculated to check the dispersion of the samples and calibration methods. Previous studies on the efficiency of the two calibration methods compared the average \( ADCL \) and \( ADIV \) with the true proportion without considering \( ADPM \) and \( ADPR \) and the sensitivity of individual classes on the area estimate bias. As pointed out in Eq. (7) to (9), the unrepresentative samples are the key to the area estimate bias from the contingency table. When the samples can accurately represent the proportion of each class, the true proportion of each class can be estimated directly from the contingency table by \( P_{ij} \) without any calibration methods. Therefore, the evaluation of the efficiency of the two calibration methods should focus on how much different estimate area proportion is caused by sampling can be reduced by the two calibration methods, rather than the absolute difference between the estimates from the calibration and the true proportions. In other words, the comparison should emphasize the difference between the proportion estimates directly from the contingency table and those from the calibration in order to evaluate the efficiency of the calibration methods and the relationship between the difference caused by sampling and estimates from the calibration methods. A two-tailed independent t-test was used to see whether there was a difference among mean estimates obtained from different calibration methods and those obtained directly from the contingency table. The correlation coefficient was calculated between the ratios of \( RPR_i, RIV_i, RCL_i, \) and \( RPM_i \).

5. Results and Discussions

Table 4 summarizes the mean and standard deviation of estimated true proportion of each class obtained from the
contingency table and from calibration methods. It is obvious that the estimates from the different methods are not the same. For all classes, the means of all estimated values from the contingency table ($P_{i+}$) and two calibration methods ($AIV_i$ and $ACLi$) are closer to the true values than the uncalibrated value directly taken from maps. The estimate from the inverse method ($AIN_i$) has a mean closer to the true proportion with a smaller standard deviation than those taken directly from the contingency table ($P_{i+}$) and the classical method ($ACLi$). For example, the proportions of class 1 (Residential Roof) are 4.79% and 2.785% in the reference map and the contingency table, respectively. The average area estimate of class 1 on the map ($P_{i+}$) from 100 simulations is 2.775% with the standard deviation of 0.48% while the average true area estimate of class 1 from the contingency table ($P_{i+}$) is 4.753% with a standard deviation of 1.13%. From these numbers it can be seen that the mean estimates of proportions from sampling closely represent the proportions on the map and the true proportions on the ground (or reference data). After calibrating using the inverse method and the classical method, the average estimates of class 1 are 4.796% and 5.3387%, with standard deviations of 0.896% and 1.463%, respectively. The average estimates of the true proportion from the contingency table and two calibration methods are much closer to the true values of 4.79% than the value of 2.785% on the map, respectively. However, the difference between the mean of $P_{i+}$ (4.753%) and the mean of $AIV_i$ (4.79%) is not obvious or significant. This is the case for all other classes.

### Table 4: The mean and standard deviation of the different estimates from 100 simulations ($A_i$: the true proportion of class $i$; $A_{i+}$: the proportion of class $i$ on the map; $P_{i+}$: the estimated $A_{i+}$ from the samples; $AIV_i$: the estimated $A_i$ from the inverse method; $ACLi$: the estimated $A_i$ from the classical method. The number after the sign $\pm$ is the standard deviation)

<table>
<thead>
<tr>
<th>Class</th>
<th>$A_{i+}$</th>
<th>$AIV_i$</th>
<th>$ACLi$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4.796%</td>
<td>4.753%</td>
<td>4.79%</td>
</tr>
<tr>
<td>2</td>
<td>5.3387%</td>
<td>5.3387%</td>
<td>5.3387%</td>
</tr>
<tr>
<td>3</td>
<td>6.895%</td>
<td>6.895%</td>
<td>6.895%</td>
</tr>
<tr>
<td>4</td>
<td>7.670%</td>
<td>7.670%</td>
<td>7.670%</td>
</tr>
<tr>
<td>5</td>
<td>7.670%</td>
<td>7.670%</td>
<td>7.670%</td>
</tr>
<tr>
<td>6</td>
<td>8.580%</td>
<td>8.580%</td>
<td>8.580%</td>
</tr>
<tr>
<td>7</td>
<td>9.390%</td>
<td>9.390%</td>
<td>9.390%</td>
</tr>
<tr>
<td>8</td>
<td>10.110%</td>
<td>10.110%</td>
<td>10.110%</td>
</tr>
</tbody>
</table>

### Table 5: The comparison of individual estimates from two calibration methods and those directly from the contingency table for individual class (The number shows the percentage of simulations in which one method led to a more accurate estimate than the other) ($P_{i+}$: the estimated $A_{i+}$ from the samples; $AIV_i$: the estimated $A_i$ from the inverse method; $ACLi$: the estimated $A_i$ from the classical method)

<table>
<thead>
<tr>
<th>Class</th>
<th>$AIV_i$ is more accurate than $P_{i+}$</th>
<th>$ACLi$ is more accurate than $P_{i+}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>57%</td>
<td>43%</td>
</tr>
<tr>
<td>2</td>
<td>63%</td>
<td>37%</td>
</tr>
<tr>
<td>3</td>
<td>66%</td>
<td>34%</td>
</tr>
<tr>
<td>4</td>
<td>63%</td>
<td>37%</td>
</tr>
<tr>
<td>5</td>
<td>63%</td>
<td>37%</td>
</tr>
<tr>
<td>6</td>
<td>63%</td>
<td>37%</td>
</tr>
<tr>
<td>7</td>
<td>63%</td>
<td>37%</td>
</tr>
<tr>
<td>8</td>
<td>63%</td>
<td>37%</td>
</tr>
<tr>
<td>Total</td>
<td>65%</td>
<td>35%</td>
</tr>
</tbody>
</table>

Comparing the mean differences of each class from different methods and samples ($t$-test) yields that the true area estimates ($P_{i+}$, $AIV_i$, and $ACLi$) from the contingency table and two calibration approaches show significant improvement ($p > 0.05$) when compared with those from the map ($A_{i+}$) and the samples ($P_{i+}$). However, there is no significant difference among the estimates from the contingency table and two calibration methods. Although the two calibration methods consistently led to more accurate means of the estimates for all classes, this did not mean that the estimates from calibration were superior to those taken directly from the contingency table in every simulation. This can be seen clearly in Table 5, which summarizes the comparison of individual estimates from the contingency table and those taken after calibration for each class in all simulations. In all estimates from the inverse method, 70% of them were closer to their true area values than those taken directly from the contingency table, while 65.1% of them were more accurate than those taken using the classical method. It appears classes that are more homogeneous and more accurately classified have a higher probability of achieving more accurate estimates from the calibration. The two classes with the highest probability of having more accurate $AIV_i$ and $ACLi$ than $P_{i+}$, were class 4 (irrigated grassland) and class 10 (water), which are two classes with the most homogeneous patterns and least proportion difference on the map, while the two most heterogeneous classes (class 1 of Residential roof and class 2 of Commercial/industrial roof) had the least chance of having more accurate estimates after calibration.

What have been discussed above are the average values from 100 simulations. In practice, it is impossible to have 100 realizations of reference data to calculate the mean estimates as we did in this study using Monte Carlo simulations. Usually only one realization of the reference data is available to generate the contingency table. To check how accurate the estimate from each individual simulation was, the individual ratios of RPM, RPR, RIV, and $ACLi$ of each class in 100 simulations are plotted in Figure 2. The ratio value of 1 means the estimate is the same as the true proportion. Ratios greater than 1 mean that the estimates overstate the true values, while those less than 1 represent underestimated area estimates on the map is relatively small (<0.5% in this study).
values. The closer the ratios are to 1, the less bias the estimates have.

From Figure 2 it can be seen that the sensitivity of each class to the area estimate bias varies. The large classes had much less biased estimates, relatively speaking, than the small classes in all four estimates. For example, the four classes (class 5, 6, 7 and 10) with the largest proportions had the minimum ratios of 0.913, 0.903, 0.87 and 0.916, and the maximum estimates of 1.14, 1.08, 1.16 and 1.068 from the inverse method. On the other hand, the estimates of the three smallest classes (class 1, 2, and 9) fluctuate from 0.69, 0.26, and 0.669 to 1.308, 1.468 and 1.27 of their true proportions from the same method. The larger classes have relatively smaller variations on their estimates than the smaller classes. This is true for all results from different methods. The class that fluctuates the most in all estimates is class 2 (Industrial and commercial roof), which has the smallest proportion at 1.37%. In all simulations, the highest and lowest ratios of estimates from the contingency table are 1.468 and 0.26 of the true values (1.37%) of class 2. The most stable estimates vary in three different methods. Class 10 (water, 10.13%) has the most stable estimates in both the inverse and classical methods. Its highest and lowest ratios obtained from simulations by using the inverse method are 1.068 and 0.916, while the ratios from the classical method range from 0.90 to 1.068. It should be noted that class 10 is the fourth-largest class, not the largest one. The estimates of class 6 show the smallest variation from the contingency table. From the map it can be seen that class 10 (water) and class 6 (deciduous tree) are less mixed and fragmented by other classes. It appears that the fluctuating range of estimates for a class is not only affected by its proportion, but also by other factors such as distribution, pattern and size of a class as well as the sampling method and sampling number used.

Comparing Figures 2a, 2b, and 2c, it is obvious that the results from the inverse method are less fluctuant than those from the classical method and the contingency table. This can also be seen clearly from the minimum and maximum ratios of different methods. For class 2, the most fluctuant class, the difference between the minimum and maximum ratios within 100 simulations is 1.208 for the inverse method, 2.83 and 1.45 for the classical method and contingency table, respectively. The same trend exists for other classes.

Czaplewski (1992) suggested that in order to reduce the area estimate bias, stratified sampling should be used. Van Deusen (1996) also emphasized that the known map marginal frequencies should be maintained. In the stratified sampling in which the RPM of each class is close to 1, it is more likely that the estimates from the contingency table and two calibration methods will be close to the true proportions. However, this will not guarantee an accurate true estimate for individual sample realizations in practice. In the simulations in which the RPM was very close to 1 (0.98 to 1.02), the ratios of RPR, RW, and RCL, still fluctuated from 0.74 to 1.25, which means that even with stratified sampling it is still likely that the true estimates from the calibration and contingency table would over- or underestimate true values by 25%.

6. SUMMARY AND CONCLUSIONS

In this paper, we presented and compared methods of calibrating area estimate errors on the categorical map by using the contingency table. One hundred contingency tables generated from 100 sets of 600 random samples were used to test the efficiency of three methods. The individual area estimates, as well as average estimates taken directly from the contingency table and two calibration methods were evaluated. Emphasis has been placed on the relationship between the area estimate bias from samples and estimate bias after calibration.

The mean estimates from all methods were substantially less biased than the uncalibrated estimates taken directly from the map or the samples. However, the differences among the true area estimates taken directly from the contingency table and two calibration methods were not significant. Comparison of the individual area estimates for each class showed that the inverse method produced the most stable area estimates with mean values closer to the true proportions. But this did not guarantee that all estimates from the inverse method were superior to estimates taken using the classical method and taken directly from the contingency table. There is no significant difference among the estimates directly from the contingency table and those taken from calibration methods. In this study only 70% and 56.5% of the estimates from the inverse method and the classical method, respectively, were more accurate than the estimates taken directly from the contingency table. The classes that were homogeneous with less proportion difference on the map had a higher probability of achieving more accurate estimates from the calibration than the heterogeneous classes.

The sensitivity of a class to the area estimate bias is related to the size of the class. Classes with a smaller percentage of coverage on a map are more vulnerable to the area estimate bias than are larger classes. This was also suggested by Czaplewski (1992). However, this type of sensitivity is influenced not only by the percentage of a class, but also by spatial patterns of the class. In this study, the smallest class is the most sensitive, but the most stable class is not the one with the highest proportion but the fourth-largest class (water), with a homogeneous and less fragmented presence on the map. Future studies are needed to systematically evaluate the relationship between the accuracy and precision of area estimates and the proportion and spatial autocorrelation parameter of classes.
When the proportions estimated from the samples were close to the proportions on the map, the true area estimates from both the contingency table and the calibration methods were more likely to be close to their true values and there was not much difference in the magnitude of proportion difference among them. This suggests that stratified sampling would be used to reduce the area estimate bias. However, it is still likely that the true estimates from the calibration and contingency table would overestimate or underestimate their true values by 25% within a stratified sampling approach for a single sample realization in practice.
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