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2.1 INTRODUCTION

Monitoring, analyzing, and predicting the impact of infectious diseases on the well-being of a society is the cornerstone of identifying effective ways to prevent, control, and manage disease spreads. It is a common perception that every infectious disease is transmitted through space and time from one individual to another in its own special spreading network in the environment. The use of models in public health decision-making has become increasingly important in the study of the spread of disease, designing interventions to control and prevent further outbreaks, and limiting their devastating effects on a population (McKenzie 2004; Day et al. 2006; Moghadam et al. 2008; Grassly and Fraser 2008; Arino et al. 2012).

Modern epidemiological analysis and modeling theory began in the late nineteenth and early twentieth centuries. By plotting cholera epidemic cases on a map, Snow (1849) hypothesized that contaminated water was the predominant contributor to the cholera transmission in London in 1849. Arthur Ransome, who first described the cyclic behavior of measles, developed a discrete-time epidemic model for cholera transmission in 1906 (Roberts and Heesterbeek 2003). These early spatial and temporal epidemic researches, combined with the progress of contemporary biology studies, led to some important discoveries regarding disease transmission. Aside from efforts made to develop vaccinations and medicines, it is expected that human infectious disease research will relieve the threat of infection by revealing the temporal and spatial dynamics of spreads. To meet this expectation, a variety of analysis
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and modeling techniques have been developed with the assumption that there exists a fundamental spatial structure of disease spreading based on which the human and physical geographical world is formed (Lawson 2005; Riley 2007; Keeling and Ross 2008; Waller 2007; Auchincloss et al. 2012).

Many of the early disease models were devoted to mathematical modeling on a population level, assuming various kinds of homogeneity. The classic method of mathematical modeling considered a host population to be divided into distinct units, and each individual interacted with other individuals in his or her immediate neighbourhood. The simplest of these population-based models is the SIR model, initially described by Kermack and McKendrick (1927) for a closed population. However, possible spatial–temporal spread and effect of a disease outbreak in different communities usually play more important roles in determining public health interventions (Auchincloss et al. 2012). Traditional mathematical models that represent the dynamics of infectious diseases use a nonspatial and population-based lens to view disease spread and assume homogeneity in disease transmission. While useful in estimating the size of the affected population, these models do not explicitly address the causal factors in the development of epidemics.

The development of computer technology and increasing availability of disease-related spatial data have made different modeling approaches possible as they have the power to support modeling of large numbers of objects easily and examine disease spread through time and space (Moore and Carpenter 1999; Riley 2007; Yang et al. 2007; Bian and Liebner 2007; Grassley and Fraser 2008). Technological advances and the desire to design realistic models have led to the emergence of more advanced mathematical, individual-based statistical and simulation models. The explicit consideration of the causal factors in disease transmission, such as the behavior of individuals, individualized interactions, and the patterns of interactions, signifies that individual-based models have the flexibility to model the observed heterogeneity in disease transmission and are better able to provide insight into population health. These models also have the advantage of integrating data on the location of hosts and their typical movement patterns with a quantitative description of the infection process and the disease’s natural history in order to investigate observed patterns and evaluate alternative intervention options.

To date, various models have been developed and applied to modeling the spatial dynamics of infectious diseases, including mathematical models, statistical models, and spatial simulation models based on population levels and individual levels. This chapter gives a brief overview of the various models and their key considerations. The focus of this review is to obtain an insight into their basic technical composition. The advantages and limitations of these models, as well as issues existing on disease data are also discussed.

2.2 MATHEMATICAL MODELLING

Mathematical modeling uses mathematical concepts and language to describe the process of disease spread and propagation. Mathematical models have been widely
used to quantitatively represent and predict the dynamics of disease infection on the population level. Mathematical models have evolved from extremely simple models, such as SIR models, to complicated compartmental mathematical models (Diekmann and Heesterbeek 2000; Lloyd and Valeika 2007; Brauer 2008; Hejblum et al. 2011).

2.2.1 Classical Mathematical Models

The classic method of mathematical modeling considers a host population to be divided into distinct units. The simplest form of these population-based mathematical models is the SIR model, which was initially described by Kermack and McKendrick in 1927 for a closed population. Originally, this model was proposed to explain the rapid rise and fall in the number of infected patients observed in epidemics such as the plague (London 1665–1666, Bombay 1906) and cholera (London 1865).

This type of model is based on our intuitive understanding of how epidemics of a simple communicable disease occurs in the real world, and comprises three categories of individuals: those who are susceptible to disease (S), those who are infectious and can spread the disease to susceptibles (I), and those who have recovered from previous infection and can no longer spread or catch the disease (R). Differential equations are used to illustrate the dynamics of each of these subpopulations through the course of an epidemic (Anderson and May 1991). Disease transmission occurs by the stochastic infection of a susceptible by a neighboring infective, and spread takes place when infected individuals mix among susceptibles. Thus, at any given time, some individuals from the susceptible segment become infected, while some of those who are infected join the recovered segment. It is assumed that these changes are continuous and can be described by the following differential equations:

\[
\frac{dS}{dt} = \beta \frac{SI}{N}, \tag{2.1}
\]

\[
\frac{dI}{dt} = \beta \frac{SI}{N} - gI \tag{2.2}
\]

\[
\frac{dR}{dt} = gI \tag{2.3}
\]

where \( S, I, \) and \( R \) denote the susceptible, infectious, and recovered individuals, respectively; \( N \) is the total population \((S+I+R)\); \( \beta \) is the infection coefficient, the product of the average number of contacts \((C)\) within a given time period and the probability of infection \((p)\) for a contact between susceptible and infectious individuals; and \( g \) is the recovery rate. In infectious disease epidemics, the severity and the initial rate of the increase have a positive correlation with the value of the Basic Reproduction Number \((R_0)\). When the SIR model is applied, \( R_0 \) can be calculated using the transmissibility \( \beta \) multiplied by the duration of the infectious period (Coburn et al. 2009). For a given epidemic, the number of individuals within the infectious segment rises after an epidemic begins and falls after the epidemic peaks, and may be quantified using
the SIR model by adjusting $\beta$ and $g$ (Kermack and McKendrick 1927; Anderson and May 1991; Diekmann and Heesterbeek 2000).

A SIR model specified by Equations 2.1–2.3 is a base compartmental model. When SIR is incorporated with an exposed (or latent) compartment (explicitly containing those infected but not yet infectious), the model is a SEIR model; and in the cases in which susceptibility returns after recovery, the model is called an SIS model (Hethcote 2009). More complex mathematical models have been developed from these initial models by taking additional variables into account, such as births, deaths, and migration into and out of the population, or by monitoring the spread of multiple epidemics simultaneously (Anderson and May 1991; Brauer 2008).

SIR models are commonly seen in their deterministic versions. However, it is apparent that most epidemic development is stochastic (Tuckwell et al. 2007). Bailey (1975) gives a thorough discussion of the properties of deterministic and stochastic versions of the SIR model. While additional parameters have been added to the general framework of SIR models throughout the history of modern epidemiology, the basic framework has remained intact.

Despite the strengths of this modeling approach, there are limitations that have received increasing attention. Koopman and Lynch (1999), for example, have criticized the SIR model for failing to produce realistic and useful results, particularly for complex disease systems. One significant simplification is that populations are viewed as continuous entities, and individuals are not considered. The SIR model also imposes further simplifications with respect to contact patterns, as it is not designed to capture details of individual connection patterns and networks, and contact is assumed to be an instantaneous event (Koopman and Lynch 1999). In addition, the assumption of population-wide homogeneous parameters limits the ability of these models to assess and characterize (a) how diseases spread, and (b) whether the decline of an epidemic is primarily a result of intervention control measures or heterogeneity in infection (Dye and Gay 2003). Several recent reports have indicated that it is the heterogeneity in transmission that usually leads to the sustaining or decline of an epidemic, rather than intervention measures (Arita et al. 2003; Galvani 2004; Meyers et al. 2003; Dye and Gay 2003).

2.2.2 Spatiotemporal Mathematical Disease Modeling

The spatial version of the aforementioned mathematical models assumes that the spread of disease is a spatial process (Ferguson et al. 2001; Rhodes and Anderson 1997; Riley 2007; Gilberto et al. 2011). One approach to representing the geographic distribution of hosts or vectors and their movement in space is the use of spatiotemporal compartmental models, which consider the border edges of units where population is located. A simple nearest-neighbour mixing model adjusted from Equation 2.1 can be used to define the rate at which infectious people within an area (or patch) $j$ cause susceptible people at the same area $j$ to become infectious:

$$\frac{dS_j}{dt} = \beta \frac{S_j I_j}{N_j}$$

(2.4)
The rate of infection between the population in the area $j$ is

$$
S_j \frac{\beta}{K} \sum_{i=1}^{K} M_{ji} I_i \sum_{i=1}^{K} M_{ji} N_i
$$

(2.5)

where $M_{ji}$ is the mixing rate between $j$ and its neighbouring area $i$ (note that $m_{jj} = 1$); $I_i$ is the number of infectious individuals in $i$; $K$ is the total number of areas (patches); $N_i$ is the total population in $i$; $\beta$ is the transmission coefficient.

The spatial component that connects different areas (patches) is represented by the set of $M_{ji}$ in the spatiotemporal compartmental models. $M_{ji}$ can be constructed based on the common border edges, transportation edges (see Chapter 5), mixing edges, or migration edges (see Chapter 7 for examples).

Another spatial approach treats the dispersion of disease as travelling waves of infection across a landscape. In this model, disease spreading or propagation in space is relevant to the so-called traveling waves; a disease invades when the susceptible receives infection by contacting the infected at the travel front and leaving behind the recovered and immune (Zhang 2009; Wang et al. 2012). The utility of these models has been primarily in predicting the spread of human infectious disease between human communities (such as from one city to another, and from city to rural region), and of vector-borne diseases across natural landscapes. Having been developed from the population-based modeling approach, which views a community as a homogeneous entity with transmission of disease occurring between these large units, the traveling-wave model treats a smaller portion of the population as a homogeneous unit, for example, a neighborhood. While this model allows for greater heterogeneity in space, it still remains highly connected to the traditional models and thus remains inappropriate for individual-based models.

The wave-front model has been used successfully in several diverse applications. For example, Murray et al. (1986) developed a model of a rabies epidemic in the event of a United Kingdom outbreak, which demonstrated the propagation of an epizootic front through the susceptible fox population. This model was built on the observation that the spread of fox rabies westward from Poland after World War II showed a front-like progression in which propagation was faster in regions of higher fox density (Kallen et al. 1985; Anderson et al. 1981). This deterministic model was used to predict the wave speed of the disease and estimate the width of an intervention zone necessary to prevent spread. The rate of disease spread was of primary interest, while the determinants and possible deterrents of disease spread were secondary (Moore and Carpenter 1999). A second early example is the model of Noble (1974) for the spread of plague in human populations. This model incorporated epidemiologically derived parameters to track the rate of progress of the disease, and results were consistent with the historical record of the epidemic’s progress after its introduction into southern Europe in 1347. More examples involve applications of those models to vector-borne diseases, including West Nile virus, malaria, measles, avian flu, dengue fever, and Lyme disease (Okubo 1998;
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Gourley 2000; Grenfell et al. 2001; Ruan and Xiao 2004; Lewis et al. 2006; Gourley et al. 2007; Zhang 2009; Wang and Wu 2010). In these examples, structured population models and their associated differential equations were used to describe the interaction of different subpopulations comprising susceptible, infected, recovered vectors.

Other spatial–temporal mathematical models involve using complicated differential equations with time delay or lags to capture the rich variety of dynamics observed in disease transmission (such as Cooke et al. 1999; Culshaw and Ruan 2000; Nelson and Perelson 2002; Forde 2005). A complete review of different mathematical models can be found in Grassly and Fraser (2008), Brauer (2008), Diekmann et al. (2010), and Hejblum et al. (2011).

2.3 STATISTICAL MODELING

Statistical modeling can be loosely defined as “fitting equations to data” (Scott 2010). In disease analysis, statistical modeling usually formalizes relationships among variables that may influence the spread of disease, describes how one or more variables are related to each other, and tests whether some statements or assumptions we had on disease spreading process are true. Statistical modeling is often done through either exploratory data analysis (EDA) in order to obtain the main characteristics of disease data, or confirmatory data analysis (CDA) in order to test a statistical hypothesis. Many traditional statistical analysis and modeling approaches are provided in statistical textbooks (such as Selvin 2004; Kaplan 2011; Freeman 2009). In the following the focus is put on spatial aspects of statistical modeling for infectious diseases.

Spatial statistical models involve the statistical analysis and modeling of disease observations with their locations and their potential impacting factors in space and time domains. Often these observations do not follow a Gaussian distribution and are not independent of the development of statistical methods (Waller 2007). Spatial statistics may surmount mathematical models in depicting regional risk factors, and are able to take into account both spatial and temporal residual variations in the analysis. Thus, the actual practice of statistics has moved beyond the conventional statistical methods by incorporating spatial effects, for example, autocorrelation (spatial dependency or clustering) or dealing with spatial data problems (Lawson 2005).

Spatial statistical analysis and modeling are often used to test three broad classes of hypotheses: disease mapping, disease clustering, and ecological analysis (Lawson 2005). Disease mapping concerns the use of models to describe the overall disease distribution on the map. Cressie (1993) broadly divided spatial data into three categories: (1) geostatistical data that are primarily parameterized with continuous values and chosen locations; (2) aggregated lattice data based on either regular or irregular lattice; and (3) point process data containing observations with responses for the random spatial process. Aggregated lattice count data is produced by regionalized point processes and primarily treated as the basic disease data formation. Various mapping techniques have been developed and applied for each category. For example, spatial smooth mapping techniques have been used to clean the noise, reduce the abrupt risk variation in point process disease data, and estimate disease risk by computing the
value at a location as the average of its nearby locations (Lawson 2005). Various spatial interpolation methods can be used to construct risk trend surface based on sample disease data collected from limited locations for continuous data and/or aggregated lattice count data (Berke 2004; Zhong et al. 2005).

The second class, disease clustering, is used to reveal or detect unusual concentrations or nonrandomness of disease events in space and time (Wakefield et al. 2000; Wang 2006). Disease clustering can be tested globally or locally. For global analysis, disease clustering assesses whether there is a general clustering in the disease dataset. It is often tested as a form of global spatial autocorrelation. In contrast, local clustering analysis is aimed at detecting the locations of clusters on a map. Many statistical measures and modeling methods have been widely developed and used to test and model global and local clustering analysis of disease outbreaks (see Lawson 2005 for details).

The last class, ecological analysis, is used to analyze the relationship between the spatial distribution of disease incidence and measured risk factors that can potentially impact the disease occurrence on an aggregated spatial level. Spatial regression analysis is often used in this type of analysis by counting spatial autocorrelations existing in variables and residuals through a spatial weighting matrix. There are several types of spatial regression models. Consider the classical regression model in Equation 2.6:

\[ Y = X\beta + \epsilon \]  

(2.6)

where \( Y \) is the disease incidence risk vector observed for regions, \( X \) is the matrix of a set of explanatory risk factors (variables), and \( \epsilon \) is random error vector with a typical Gaussian distribution. In a classical ordinary least squares (OLS) regression, \( \epsilon \) should be independent. However, when spatial autocorrelation exists in disease data, the residual error plot will no longer be independent; instead, it may display a clustering effect. In order to count spatial autocorrelation or clustering effect, a spatial error model uses a spatial contiguity matrix to incorporate the spatial configuration in a regression model as Equation 2.7:

\[ Y = X\beta + \mu \]
\[ \mu = pW + \epsilon \]  

(2.7)

where \( W \) is the contiguity matrix, and \( \beta \) and \( p \) are parameters to be estimated in the model. The parameter matrix \( p \) indicates the extent to which the variation of \( Y \) can be explained by the neighboring values.

Another spatial regression model, called spatial autoregressive model (SAR), uses the spatial weight matrix as shown in Equation 2.8:

\[ Y = pWY + X\beta + \epsilon \]  

(2.8)

This model is similar to the lagged dependent variable model for time series regressions.
More complicated models can be constructed by mixing Equations 2.7 and 2.8 to build mixed SAR models (LeSage 1997; Beale et al. 2010). For example, generalized linear mixed models (GLMM) and spatial hierarchy models can incorporate both individual level and district level spatial effects (Breslow and Clayton 1993; Banerjee et al. 2004). Geographically weighted regression or conditional autoregressive (CAR) can also be used to build models in order to analyze the relations of disease risk factors and disease incidence risk (Lin and Wen 2011). Spatial regression differs from disease mapping in that the aim is to estimate the association between risk and covariates, rather than to provide area-specific relative risk estimates (Wakefield 2007). However, spatial regression analysis used for ecological analysis is based on data measured at aggregated units rather than individual subjects (Lawson 2005). This leads the ecological analysis and models to suffer from the issue of ecological fallacy in the interpretation of statistical results (Morgenstern 1982; Schwartz 1994).

Individual-level statistical models (ILMs) have been developed to model the transmission between disease states on the level of the individual instead of population groups at aggregated units (Deardon et al. 2010). The general form of ILMs considers the transition from a susceptible state to an infected state based on a time-dependent Poisson process for an individual, and then adds spatial structure of potential risk factors to explain the underlying disease dynamics. For more details and examples of ILMs, please see Chapter 11 of this book.

In the past decade, there have been enormous advances in the use of Bayesian statistical methodology for analyzing, mapping, and modeling epidemiologic data (Bernardinelli et al. 1995; Dunson, 2001; Xia et al. 2004; Browne and Draper 2006; Alkema et al. 2007; Forrester et al. 2007; McV Messam et al. 2008; Lawson 2008; Jandarov et al. 2013). The key principle of Bayesian statistical models is that the uncertainty about the parameters for the model is expressed through probability statements and distributions. The fundamental assumption of Bayesian methodology is that the values of parameters can be derived from distributions, which leads naturally to the use of models in which parameters arise within hierarchies (Lawson 2008). Bayesian methods benefit from incorporating space and time dependency in the modeling (Robertson et al. 2010). The Bayesian approach has great value in regional geostatistical and point process data analysis, especially when it is applied with hierarchical structures (Waller 2005; Lawson 2008; Lavine 1999).

Generally, statistical models are flexible regarding the format of the input data and the parameters selection, which makes them an ideal tool for observing spatial and temporal influence in preliminary exploration, especially when the dataset is small. However, spatial statistical modeling is challenged by its demand on data. As mentioned earlier, statistical modeling is based on data. It often requires a great effort to preprocess the data in large quantity and variety. Missing data, underreporting, uncertainty, and zero-counted data often occur in disease data. Developing methods to deal with disease data problems is a challenge in spatial statistical modeling. For advanced methods like Bayesian statistical modeling, computation complexity and difficulty are often the first obstacle to the application of Bayesian statistical model and advanced individual-based spatial statistical methods.
2.4 GRAVITY MODELS

Gravity models have been used in various fields to describe certain interactions (or attractions) based on Newton’s Law of Gravity, which states that attraction between two objects is directly proportional to the product of their masses and inversely proportional to the square of the distance between them. The gravity model is used in spatial epidemiology studies by treating traffic volumes as the migrant host populations invading neighborhood regions. In a simple form, the potential spreading risk of community $i$ from community $j$ can be described by Equation 2.9:

$$R_{ij} = \beta \frac{P_i P_j}{d_{ij}^2}$$

(2.9)

where $\beta$ is the infection rate, $P_i$ and $P_j$ are the population size of the community $i$ and community $j$, and $d_{ij}$ is the distance between $i$ and $j$.

Li et al. (2011) validated the performance of the gravity model in predicting the global spread of H1N1 influenza by formulating the global transmission between major cities and Mexico. The variables associated with the confirmed cases, such as population sizes, per capita gross domestic production (GDP), and the distance between the countries/states and Mexico were taken into account in the gravity model. Li et al. concluded that the modified gravity model is valid for estimating the global transmission trend. The gravity model for infectious disease can be applied in combination with the SIR model to explain the spatial influence at different levels in some particular applications. Viboud et al. (2006) applied a gravity model to summarize between-state workflow movements on a set of stochastic SIR models on the U.S. state level to estimate the influenza epidemic dynamics. Xia et al. (2004) employed a gravity model as a spatial extension of the TSIR model that assesses transmissions between different communities.

The major criticism of the gravity model and its calibration are its lack of theoretical foundations related to human behavior and purely inductive, curve-fitting exercises (Ewing 1974). Filippo et al. (2012) pointed out that the limitations of the gravity model are on fitting the gravity equation formula with multiple parameters and systematic predictive discrepancies. Fitting the gravity model also requires the appropriate sample distribution and quantity. Calibrating a gravity model requires a study to determine the form of the sampling distribution (Kirby 1974). Pearson et al. (1974) stated that the best fit of the trip length distribution (TLD) of urban travel is the Gamma distribution, among other similar distributions. Celik (2010) confirmed that a sample size of approximately 1000 for each trip purpose would produce approximately the same parameter estimate as fitting the gravity model with larger sample sizes. Thus, considering the gravity model for estimating disease transmission may have difficulties caused by the high cost and the unreliability involved in the sampling survey. Also, using the gravity model may lead to neglect of large, random contagious events, such as a super disease carrier traveling to the community.
2.5 NETWORK-BASED MODELS

Network-based models are built on the assumption that the spread of human disease follows its specified contact or spreading paths such as transportation or social contact networks (Kretzschmar and Morris 1996; Ghani et al. 1997; May and Lloyd 2001; Newman 2002; Eubank et al. 2004; Keeling 2005; Parham and Ferguson 2006). Network models are used to generalize complex contact networks in order to estimate the infectious disease transmission possibilities. The network model presents individual contacts in a graph as shown in Figure 2.1, constructed with vertices and links that are a pair of sets, usually noted as $G = (V, E)$. The elements of $V$ are the vertices (or nodes), and the elements of $E$ are the edges (or lines) of the graph $G$. The vertex set of a graph is referred to as $V(G)$, and its edge set as $E(G)$. The properties of nodes and links, and the topology of the graph, can be assigned multiple parameters in order to describe epidemics over space and time. The number of connections of an individual represents the number of links of a node and is useful for describing the topology of a network (Watts and Strogatz, 1998; Albert et al. 2000; Newman 2002). When coupled with infection rate, the number of connections of an individual helps define how a disease spreads throughout a network, and is one of the most important parameters for population-based models (Anderson and May 1991; Keeling 1999; Newman 2002).

Network models can be population- or individual-based, depending on the networks used and the data availability. For example, in a study of modeling 2009 H1N1 pandemic outbreaks, the airline network from Mexico to other cities was used and a global connectivity matrix was established based on the airline network. Metapopulation-based mathematical models were used to simulate the potential H1N1 risk in different cities on the flight network based on flight travel volumes (Khan et al. 2009; Arino et al. 2012). In metapopulation models, the world is divided into geographical regions defining a subpopulation network where connections among subpopulations represent the individual fluxes due to the transportation and mobility infrastructure (Balcan et al. 2009).

Individual-based social contact networks have been used to simulate epidemics at urban scales (Eubank et al. 2004; Eubank 2005; Yang et al. 2007; Carley et al. 2006;)

![Figure 2.1 An illustration of network graph G. $\{V_1, V_2, V_3, \ldots\}$ represent the nodes in the network, while $\{E_1, E_2, E_3, \ldots\}$ are links, representing the spreading paths](image)
COMPUTATIONAL SIMULATION APPROACHES

Recent mathematical studies have provided extensive insight into network topology, including how it is characterized and how it affects the performance of a network (Watts and Strogatz, 1998; Albert et al. 2000; Keeling 1999). Furthermore, epidemiological work has offered much anecdotal evidence supporting a network structure for describing the spread of diseases (Arita et al. 2003; Francesconi et al. 2003; Meyers et al. 2003; Hsueh et al. 2004; Lau et al. 2004).

A significant challenge to network modeling is the collection of data. Eubank et al. (2004) and Eubank (2005) employed census data, land use data, activity (or time use), and transportation networks in a three-step modeling procedure. A very similar data structure was presented by Yang et al. (2007). A more complex dataset with personal survey information was introduced by Bian and Leibner (2007) in order to estimate the multiple parameters that describe the links. Mao and Bian (2010b) employed similar data structure in larger data size. In addition, without tuning, a network model might not be the best fit for a particular status of disease transmission. An interior probability model is commonly used to tune the host interaction parameters such as infection rate (Bian and Liebner 2007; Mao and Bian 2010a). With interior statistical inference absent from the disease host analysis, the network model eventually ends up as deterministic. An alternative strategy is to statistically infer the network models using available host and disease data, as suggested in Welch (2011).

2.6 COMPUTATIONAL SIMULATION APPROACHES

In recent years computational approaches for simulating infectious disease spread in spatially structured environments have been used increasingly in public health prediction and management (Ajelli et al. 2010). The development of simulation methods is closely related to the development of computing technology and programming methods, as well as geolocated demographic, social, and disease data.

2.6.1 Cellular Automation Simulation

Cellular automata (CA) is one type of discrete spatial dispersion (or adjacency) model and has been a commonly used approach for the simulation of dynamic phenomena
across space and time (von Neumann 1966; Gutowitz 1991; Adamatzky 2010). A CA consists of a regular discrete lattice (or grid) of cells, each of which is in one of the defined finite states. For each cell, a set of neighborhood cells is defined. An initial state \((t = 0)\) is selected by assigning a state for each cell. Each cell is updated (advancing \(t\) by 1) by a state transition function synchronously in discrete time steps, according to some fixed rule (generally, a mathematical function) that determines the new state of each cell in terms of the current state of the cell and the states of the cells in its neighborhood. A CA is specified by a regular discrete lattice (or grid) of cells, their boundary conditions, a finite set of states, a finite set of cells that defines the interaction neighborhood, and a state transition rule that determines the dynamics of the state of the cells.

CA is premised on the notion that disease transmission is an intrinsically spatial process, in direct contrast with the purely mathematical models, which are not spatially oriented. In CA models, a grid is established, with each cell representing an individual, and disease is transmitted locally from an infected cell to adjacent susceptible cells based on translation rules (usually SIR or extended models) (Beauchemin et al. 2005). Each individual can be at a different stage of infection (latent, infectious, recovered, incubation, symptomatic). CA models incorporate disease translation rules that decide the next state of the current cells, based on the status of the cell and its neighbors as well as additional constraints for future disease transmission. The state of each cell evolves through discrete time steps, with transition rules applied to all cells repeatedly at different time steps.

The key element in CA disease modeling is the design of the impacting neighborhood and driving factors for disease spreading. The simplest CA model uses the direct eight adjacent neighbors of a center cell in the simulation. However, this simple neighborhood definition cannot meet the needs of many disease-spreading applications. Multiple regular or irregular neighborhood rings can be used to differentiate the influence of cells at different distances on the spread of disease. The disease transition rules are usually defined through mathematical or statistical models.

The advantage of CA modeling is its ability to integrate environmental factors (such as land use and soil) and demographic distribution (such as population density and age structure) into the model (Fuentes and Kuperman 1999). It can be easily used to simulate and visualize the spreading and impact of infectious diseases on the population. Furthermore, the population can be divided into subgroups, which enables the simulation of different impacts of the disease on each individual. CA for simulating infectious diseases has been used to discover the behavior of the disease or to work out contingency plans for different diseases (Sloot et al. 2002; Beauchemin et al. 2005; Doran and Laffan 2005; Xiao et al. 2006; Pfeifer et al. 2008).

While these models benefit from enhanced insight into the epidemiological phenomena being studied as compared with the nonspatial models, they remain focused at the population level. Assumptions that disease spreading only occurs in neighboring cells limit the applicability of this model. For example, human daily mobility cannot be modeled in CA models (Pfeifer et al. 2008). CA models are most appropriate for simulating disease transmission among immobile objects such as disease spreading among plants.
2.6.2 Field Simulation Modeling

To address some of the limitations of the SIR model, Venkatachalam and Mikler (2006) have proposed the Global Stochastic Field Simulation (GSFS) model, which takes into account heterogeneous populations, demographic constraints, contact structure, and disease dynamics in order to model the spread of disease. This approach assigns a geographic region to a grid representation and overlays a field encompassing the spatial distribution of population and interaction distributions. It is assumed that each location contains a population of \( n \) individuals with associated demographics based on census data. An individual at a specific location is characterized by a state and likelihood of exposure and of contracting the disease of interest. The three possible states (S, I, R) represent an individual’s clinical disease stage as previously defined in the SIR model.

To best model the spatial spread of a disease over a geographic region, it is necessary to understand the dynamics of the underlying population and demographics. Publically available datasets such as census data, which outline the composition and behavior of the population, may be utilized to describe the sociodemographic variables, race/ethnicity, age, and sex at different levels of geographic aggregation for the population of interest. Multiple sources of background data may be used to develop a complete picture of the region, and GIS facilitates the integration of this information. This structure is used as an overlay to a global stochastic field that incorporates the associated census information to define its corresponding interactions among individuals and places.

The GSFS has been used to model the epidemic spread of influenza in Denton City, Texas, with much success. It has also been used to simulate what-if scenarios under different policies for infectious disease outbreaks (Armin et al. 2007). GSFS supports analysis of disease spread in heterogeneous environments and integrates geography, demography, environment, and migration patterns within its framework. While further research is necessary to assess the reliability and validity of this computational model with other applications, it shows great promise for surveillance, monitoring, prevention, and control of infectious diseases, and more effective and efficient utilization of public health resources.

2.6.3 Individual or Agent-Based Modeling

Discrete individual transmission models or agent-based models are based on the belief that individuals are different from one another, and this assumption should form the foundation of epidemiological studies (Koopman and Lynch 1999; Keeling 1999; see Part IV in this book for more details). These models were developed primarily to examine the spread of diseases on the basis of discrete individuals and the contact between them (Ghani et al. 1997; Kretzschmar and Morris 1996; Adams et al. 1998; Welch et al. 1998; Sattenspiel 2009). These models represent a fundamental shift in thinking, as individual network patterns and the ongoing contacts are now viewed as important determinants of population infection levels (Koopman and Lynch 1999; Bian 2004; Roche et al. 2008). More specifically, these individual-based models are
better able to incorporate these determinants and causal factors directly than the common population-based differential equation models.

Assumptions are made within the agent-based simulation framework to account for the heterogeneity in individuals, the interactions between them, and the heterogeneity of the disease transmission process, both spatially and temporally. For example, to simulate the spread on an urban scale, an agent-based model will assume that (a) individuals may differ with respect to characteristics such as age, race, occupation, as well as infection status; (b) individuals interact with a finite number of other individuals within a given period of time; (c) the number of interactions is not constant and varies by person; (d) individuals are spatially distributed; and (e) individuals are mobile. These assumptions are most appropriate for disease modeling in an urban environment on a daily basis (Bian and Liebner 2007).

Using the aforementioned heterogeneity assumptions as a foundation, the conceptual framework of agent-based models includes several principles such as the representation of unique individuals, their characteristics and behaviors, their relationships with other individuals and with the environment, and how these interactions change through time and space. Object-oriented modeling, with its strong means of representation and abstraction to represent human perceptions of reality, has been identified as an important and widely used approach to support individual-based models (Bian 2000; Maley and Caswell 1993; Silvert 1993). This approach assumes that the world comprises discrete objects and that each individual has unique attributes and behaviors. Furthermore, individuals may be organized vertically in a hierarchy or horizontally as aggregates, depending on the intended representation using this framework. Agent-based modeling provides a clear structure and allows characteristics of an individual such as age, probability of infection, occupation, infection status, location, and connections to be represented as attributes of the individual, as well as between-group and within-group interactions (Hägerstrand 1970; Pred 1977; Kwan 1999; Miller 2005; Bian and Liebner 2007; Mao and Bian 2011). Consequently, an individual’s infection probability, coupled with the contact and interaction among susceptible and infected individuals, will ultimately determine the outcome (Judson 1994; Keeling 1999; Van der Ploeg et al. 1998).

The individualized modeling approach has been shown to have significantly different outcomes from that of population-based approaches. An agent-based modeling approach has been used to simulate the spread of West Nile virus in the United States and Canada (Li et al. 2006; Bouden et al. 2008) by using agents to represent mosquitoes, avian hosts, mammalian hosts, and humans. Interactions among these agents are found within a specific geographic area, and a raster map is used to represent the area as a regular array of cells, which are linked to individual and environmental data such as habitat suitability values, weather conditions, and vegetation cover. Agent-based simulation, combined with social contact networks and deterministic models, have also been widely used to simulate influenza-type diseases (Eubank et al. 2004; Eubank 2005; Carley et al. 2006; Bian and Leibner 2007; Ajelli et al. 2010; Mao and Bian 2010a, 2011).

Most of the current agent-based simulation applications are not predictive models; rather, they are used as tools for researchers to assess and visualize the dynamic
behaviors of the system as a result of the interactions among individual agents in the system. The agent-based simulation framework has the capacity to incorporate a larger scale of data heterogeneity. The underlying framework of this model may be applicable for modeling the transmission of many epidemic diseases, and offers researchers an opportunity to better understand the conditions under which an epidemic may occur. In agent-based simulation practices, parameter tuning for individual heterogeneity is a significant challenge due to the complicity of individual behaviors and/or data insufficiency (Chao et al. 2010). More review on agent-based modeling for infectious diseases can be found in Chapter 20.

2.7 DISCUSSIONS AND CONCLUSIONS

In the last several decades, there has been a major shift from population-based to individual-based modeling. In general, individual-based models are most appropriate for relatively small spatial extents and populations, for example, cities, communities, neighborhoods, or areas where mobility and heterogeneity are assumed, while population-based models are best suited for modeling pandemics over large homogeneous areas. Most mathematical models for the spread of disease use differential equations based on uniform mixing assumptions and a homogeneous contact process for all individuals within a space. Using actual census data, family age structure, individual infection rates, population-mobility data, and information on contact networks among people have provided a more realistic representation of heterogeneity of disease propagation. The explicit accounting of spatial distribution and mobility of individuals, in particular, support the modeling of spatial heterogeneity, and the flexibility to incorporate additional parameters into the individual-based analytical framework to represent various conditions and scenarios is a significant advantage of this structure and approach.

Several unique challenges present with individual-based statistical or network models and simulation. First, the increased realism of individual-based representation demands greater accuracy and reliability in the estimation of many aspects of disease transmission with confirmation through clinical or field work. Disease records used in individual-based disease modeling studies come from various surveillance systems. Often the data quality may cause insufficiency in analysis. By reviewing contemporary data capturing methods, Papoz et al. (1996) conclude that the quality of the data obtained with these methods is often far below the standards in specific prevalence surveys and may differ between medical records. Diggle et al. (2003) state that common problems of surveillance data are either underreported or delayed. Furthermore, in practice the surveillance data are collected from many different sources, which means that the observed process is multivariate (Sonesson and Bock, 2003).

Second, to best estimate individual parameters, data is required at the individual level; however, for many variables estimation is drawn from data at the aggregate level such as census data or anecdotal reports. The potential for ecological fallacy in which an inference about an individual is based on aggregate data for a group is an important consideration when assessing the representativeness of the parameter values. Also,
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many environmental variables and their relationship to disease occurrences are scale dependent. Different results can be yielded with different spatial and temporal scales (Rohani et al. 2003; Robertson et al. 2010).

Third, individual counts and aggregated counts are fundamental data used in epidemiologic analysis (Selvin 2004). The individual-based records have one property in common—they have geographical locations and time intervals. In general, counts that are geographically close will display residual spatial dependence; “residual” here acknowledges that known confounders have been included in the analysis model (Wakefield 2007). Count data could be problematic in many aspects for modeling. The uncertainty contained in the count data sometimes is extreme, for example, high level missing values and many zero counts. Because of the scarcity of the disease data on a small temporal and geographical scale, little information is to be gained from limiting the analysis to raw disease counts (Knorr-Held and Richardson 2003). The overdispersion is also a common issue regarding the count data in epidemic modeling (Ridout et al. 1998).

Overall, disease analysis and modeling techniques are essential parts of understanding and controlling the spreading dynamics of infectious diseases. Recognizing the conditions under which an epidemic may occur and how a particular disease spreads is critical to designing and implementing appropriate and effective public health control measures. Different modeling methods suit different data and purposes. The simple and deterministic nature of classical mathematical models limit their application to modeling the spatial structure of an epidemic. Statistical-based models are appropriate for revealing relationships among disease risks and potential risk factors. Social contact network models, embodied in agent-based simulation frameworks, may directly capture individual-level heterogeneities. Network models also incorporate multiple data sources into the simulation, which often results in a lack of statistic inference. Gravity model has the advantage of incorporating human traffic information into disease modeling in order to depict the infection, but the calibration demand for survey data is challenging. CA models are simple and easy to use for visualizing disease-spreading results. Agent-based simulation through dynamic models has an advantage over other models with its capability of incorporating individual behavior and mobility info, but it requires a heavy programmable computing effort. As the development of computing capability and programming algorithms increases, as does the wide use of location-based devices for collecting disease-related data and human/animal mobility info, various more robust disease models will undoubtedly aid in planning control measures, evaluating disease intervention strategies, and determining the optimal use of public health resources.
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